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Costs and Stategies in Plan Execution

Overview of Report

This report documents the seminar and workshop on computational (cost)
issues in planning and plan execution held at Rome Laboratory in the
Spring of 1991. The motivation for such was in large part due to Rome
Laboratory's leading role in the DARPA/RL Crisis Planning Initiative.
The seminar discussion series helped provide background necessary for
continued leadership in the management of the initiative and also for active
participation in the workshop. The workshop brought together researchers
with various views on the notion of resource bounded planning. The
discussions brought out that although there is wide aggreement on the
importance and nature of the problem there is no consensus on an approach
to the solution itself. It was offered and agreed that some cohesive effort is
needed towards formulating an approach to a solution. A first step could a
wide spectrum research effort and perhaps more workshops but with a
wider participation.

This report then contains a capsule summary of the entire effort and is
followed by position statements offered by the presenters at the workshop.
This collestion includes a post workshop offering by Steve Hanks detailing
some of the points of contention and aggreement.
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Strategies and Cost in Plan Execution

TASK No. B-1-3366

Final Report

Seminar on Planning

The 12-week seminar provided a highly interactive setting in which participants
gained access to the planning research literature. The seminar began with the foundations
of the field and its historical development and lead to an examination of the state of the art
in resource bounded planning. In order to foster interaction, participants were encouraged
to comment and ask questions at any time during meetings. Time was allocated for
discussing topics of direct interest to participants, particularly their research projects and
projects they manage. The seminar provided an informal forum in which to present this
material and obtain feedback.

The seminar examined the state of the art in planning under resource limitation and
uncertainty, beginning with an examination of foundational concepts and the paradigmatic
problems that have historically driven developments in the field. Foundational concepts
include those involved in knowledge representation, computational complexity, probability
and decision theory. Historical problems include the frame problem, the qualification
problem and the problems of representing time and actions. Interest now in practical
applications such as human aids for large-scale planning problems has focused research on
resource limitations and uncertainty. The seminar surveyed these advanced topics covering
in particular reactive planning and formalisms that directly model uncertainty. The
references that were covered are listed below.

Workshop on Resource-Bounded Planning

We held a small informal 2-day workshop to discuss issues in Resource-Bounded
Planning. The workshop brought together a small number of researchers that are
addressing different aspects of the problem and provided ample time for an in-depth
presentation of each speaker's recent work and follow-up discussion.

The topic of resource boundedness is central to much current planning research.
Recognizing resource bounds makes explicit the limitations faced by real agents. A real
agent interacting with its environment has to deal with both complexity and uncertainty.
The complexity of interpreting sensors and generating and executing plans must not exceed
the computational resources available to the agent. The agent must also adopt problem
solving strategies that accommodate the uncertainty in its sensory measurements and the
uncertainty associated with the effects of physical actions. An agent is unlikely to have the
leisure to adopt such cautious or redundant strategies as to eliminate this uncertainty. By
focusing directly on an agent's resource limits, it may be possible to bridge the gap
between formal models and practical applications of automatic planning.
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The workshop participants included Center Program Managers at the Rome
Laboratory. The workshop was part of a seminar entitled "Strategies and Costs of Plan
Execution" attended by managers. The goal of the seminar was to provide an overview of
the state of the art in planning research. As an introduction, the seminar started with a
review of traditional problems, such as the frame problem, that have driven planning
research.

The 2-day workshop consisted of hour-long presentations by invited speakers
followed by a half-hour discussion period. In addition, a panel discussion was scheduled
to obtain a synthesis of the speakers' different approaches. The invited speakers were:

James Allen, University of Rochester

Josh Tenenberg, University of Rochester

Piero Bonissone, General Electric

Steve Hanks, University of Washington

Marc Vilain, MITRE Corporation

Below are summaries of their presentations.

Resource-Bounded Planning
James Allen
Dept. of Computer Science
University of Rochester
Rochester, NY 14627-0226

In a very real sense, planning is always resource-bounded, in that we are always
hampered by lack of knowledge about the world, and cannot create plans that can cover
every contingency. So the abstract notion of proving a plan absolutely correct is not
realizable in practice. Of the techniques that are found in current planning research, three
features seem to have the most relevance to this problem, namely abstraction, time, and
probabilistic models. These have important implications as to the knowledge representation
needed to represent the world, and plans in the world.

Steve Hanks
Department of Computer Science & Engineering, FR-35
University of Washington
Seattle, WA 98195

I see two sets of issues, one involving representation and one control. The
representation problem arises in trying to express the tradeoff in the first place. One must
have some notion of the consequences of making these plan/act decisions: what kinds of
gains do we expect from thinking, what kinds of losses do we expect if we fail to act.
Probability and utility models seem right for this task. Previous and current work of mine
involves trying to build these models: how to maintain a probabilistic model of the world.
and how to build a utility model appropriate for a particular set of goals. Decision theory
provides a formally satisfying model for making planning decisions, though decision
theory's exact role in the planning process, and more particularly how to apply the theory
in a computationally feasible manner, remain as open issues.
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Searching for Relevance
Josh Tenenberg
Dept. of Computer Science
University of Rochester
Rochester, NY 14627-0226

It is well known that expressive planning representations, such as those that are logic
based, are expensive to compute with. Typically, only weak search methods can be
brought to bear to find solutions to problems. Even with less expressive representations,
such as table-driven, reactive systems, there can be considerable expense associated with
building tables that are both robust, and embody rational decision strategies. In both of
these cases, increased knowledge about the problem domain, rather than improving
problem solving efficiency, usually results in performance degradation. The problem is
that these systems are unable to distinguish between relevant and irrelevant knowledge for a
given task. An important theme that emerges, then, is how we might automate the agent's
search for relevance in order to improve its performance.

Resource-bounded Planning
Marc Vilain
MITRE Corporation
Mail Stop A114
Burlington Rd.
Bedford, MA 01730

Among various approaches to resource-bounded planning, some of the most
promising -- and most provocative -- are based on notions of machine learning. These
approaches strive to improve a planner's performance over time by deriving control
knowledge from past attempts at solving problems. By analyzing what worked and didn't
work in solving a particular problem, these techniques can effectively learn shortcuts
towards solving future related problems.

Piero P. Bonissone and Peter C. Halverson
Artificial Intelligence Laboratory
GE Corporate Research and Development Center
Schenectady, NY

Our work on resource-bounded reasoning processes has concentrated on deductive
reasoning systems, identifying issues associated with making inferences in the presence of
uncertain and incomplete input data, unpredictable event sequences, and critical time and
resource constraints. The reasoning systems used in our architecture have been specifically
designed to deal with time-constrained situations described by imprecise, uncertain
information.
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Thoughts on Resource-Bounded Planning

James Allen

March 6, 1991

In a very real sense, planning is always resource-bounded, in that we are
always hampered by lack of knowledge about the world, and cannot create
plans that can cover every contingency. So the abstract notion of proving a
plan absolutely correct is not realizable in practice. Of the techniques that'
are found in current planning research, three features seem to have the most
relevance to this problem, namely abstraction, time. and probabilistic mod-
els. These have important implications as to the knowledge representation
needed to represent the world, and plans in the world.

Abstraction is essential, as the actual details for any actual plan execution
are impossible to work out in advance in all but the simplest situations. But
at a suitably abstract level, one might formulate a plan that is essentially
correct. For example, in planning to drive to work, one may pick out the
route, and modify this due to other complications (say, stopping at a store
alone the way). all at the level of quite abstract actions such as taking a
certain road to a certain place. The actual actions that are executed are not
determined until one actu;%ly is doing the driving. At that time, one drives
and reacts to the other cars on the road, and other unforeseen obstacles that
might arise. One could not plan out all these details in advance as they
involve information that is unknown until the time of execution. While this
may be an extreme example, any realistic problem one examines can be seen
to have similar properties.

A probabilistic (or preference-based) model is essential because of the uncer-
tainty mentioned above. Since the planner cannot anticipate all the details
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of the actual execution, and something can always occur that makes the plan
non-executable (an ice storm might put live power lines across the road. to
pick a random example!), one cannot ever prove absolutely that a plan will
work. Rather, we can only show that a plan is quite likely to succeed, or
that it is the best of the options we have. These notions involve evaluating
the relative worth of plans and their likelihood of successful execution.

So resource-bounded planning makes us abandon the simplifying assumptions
of having a completely knowable, deterministic world which underlies the
majority of planning formalisms so far. In order to be able to formulate
plans given more or less time, it is important that solutions can be created
incrementally such that at all times, some plan to achieve the goals is present.
It may not be a reliable plan, but it is a plan, and if there is no more time,
it is the best plan that can be come up with. This is in contrast to many
generative planning algorithms that incrementally work through time from
the goal to the initial state, or vice versa. For instance, a standard regression-
style planner may work backwards from the goal. In this case, the first action
to be performed is typically the last action planned! So the entire plan must
be built before a single step can be taken. Working forwards in time is no
better for one has no idea that the first actions planned will be useful until
the final action is planned showing that the sequence achieves the goal.

If the planning algorithm cannot work by incrementally updating time, it
must work with actions that span the time between the initial state and
the goal. Actions, including abstract actions, must be associated with the
following information at the minimum:

a description of the transitions that the action involves - this
information is crucial for determining whether an action is rele-
vant to a specifc problem:

a specification of how the action can be per,"rmed, possibly
in terms of other abstract actions. This specification should be
fairly specific as to the first steps to be taken. but might be quite
vague as to how the action is completed.

I view our work on formulating planning as temporal reasoning as developing
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a basis for " a representation. The "precondition-effect" representation of
action is far too weak to describe most actions reasonably, especially acLions
thza are suitably abstract. Rather. an action description may include condi-
tions that must hold while the action is being executed. may involve partial
temporal ordering, and many other complexities. Similarly, the specifica-
tion of how an action may be performed may be considerably more complex
than a sequence of substeps. Some parts of the specification may name spe-
cinc (abstract) actions. others might just identify other transitions that must
be accomplished somehow, the details of which must be worked - either at
planning time if there is sufficient time, or at execution time.
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Planning = Decision Theory + Execution Monitoring

Steve Hanks
Department of Computer Science 1 Engineering, FR-35

University of Washington
Seattle. WA 98195

By resource-bounded planning' I assume what is meant is 'planning under
time pressure.' In some sense all inter-esting planning involves deciding how to
use scarce resources efciently--otherwise how can we place a value on. or even
deine the notion of, finding an eficient plan? It seems ciear from ;he workshop
focus statement that we are to consider the problems that arise when an azent
has to plan at the same time it is executing a plan-the assurntion is that
both consume the resource of time and they are competing for that resource,
either because the agent can't do both at the same time or because postponing
commitment to act may force the agent to forego a promising course of action.

I see two sets of issues, one involving representation and one control. The
representation problema arises in trying to express the tradeoff in the first place.
One must have some notion of the consequences of making these plan/act de-
cisions: what kinds of gains do we expect from thinking, what kinds of losses
do we expect if we fail to act. Probability and utility models seem right for
this task. Previous and current work of mine involves trying to build these
models: how to maintain a probabilistic model of the world and how to build a
utility model appropriate for a particular set of goals. Decision theory provides
a formally satisfying model for making planning decisions.

Adopting decision theory as a representation ,.as led many to apply it to
mediating the plan/act decision as weil-in other words, using decision theory
to solve the control problem as well as the representation problem. I think
this is an inappropriate use of the formalism for two reasons: it's unrealistic to
expect that we can do the analysis right, even in principle and certainly not in
practice, and it leads (or has led) to the fundamentally misguided assumption
that planning and acting are mutually exclusive.

My line of research starts with the premise that deliberation and action are
always going on, and always simultaneously. The problem therefore is one of
coordinating the two behaviors rather than dec.iding which to do at any given
moment-the two processes exchange information rather than compete for a
processor, as it were. Under this scheme an agent must have the ability to do
three things:

1. to commit quickly to the current best course of ac:ion when necessary

2. to adapt or improve a plan incrementally if time permits

3. to know when time is indeed critical.
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The parts of my system that manage probabilistic reasonina already have the
first two properties: they can provide a quick estimate of a fact's probability
and improve that estimate given more time. I'm now working on using this
system to build a decision-thecretic planner that has the same property.

The third item has to do with how the deliberative acent keeps itself apprised
of the changing state of the world. It has to know when it's time to commit, when
it has time to think, and when the world has changed enough so it should change
strategies or rethink its commitments. There are basically two problems: how
does the deliberator get information about the world, and how does it recognize
the impact that information has on its plans. This problem is closely related
to the one mentioned above of coordinating the behaviors of an autonomous
planning system with an autonomous execution systerm.. The deliberator has
to know what's being done, and the executor needs to know (roughly) what to
do next. I'm currently working with Jim Firby at the University of Chicago
on how one passes information back and forth between two such processes, and
how knowledge of the evolving world should affect the planning process.

My position, therefore, is that the ability to plan well under time limitations
is an emergent property of the system more than a property that can be designed
in or a property that can be reasoned about formally and without reference to
an implementation.' It emerges from the ability to recognize tradeoffs and pick
the best option at the moment, and the ability to monitor the environment with
an eye to new information, opportunities, and dangers.

I I don't mean to say that one can't think about the problem during design or tak about

the problem in the abstract, rather that we will realize good time-sensitive behavior more
easiiy by observing it in an implementation than we will by proving its existence in a design

or formal system.

14



Searching for Relevance

Josh Tenenberg

February 28, 1991

It is well known that expressive planning representations, such as those
that are logic based, are expensive to compute with. Typically, only weak
search methods that can be brought to bear on finding solutions to problems.
Even with less expressive representations, such as table-driven, reactive sys-
tems, there can be considerable expense associated with building tables that
are both robust, and embody rational decision strateg.ies. In both of these
cases, increased knowledge about the problem domain, rather than improving
problem solving efficiency, usually results in performance degradation. The
problem is that these systems are unable to distinguish between relerant and
irrelevant knowledge for a given task. An important theme that emerges,
then, is how we might automate the agent's search for relevance in order to
improve its performance.

I will discuss research I am involved in concerning statistically based
approaches to both the qualification problem in action reasoning and to ap-
proximating optimal decision policies in reinforcement learning, how these are
affected by the relevance problem, and possible approaches to this problem.
Despite the differences in both representation and in the manifestation of
computational bottlenecks between the action reasoning and reinforcement
learning, there appear to be surprising similarities suggeting that fruitful

approaches to one will benefit the other.
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Resource-bounded Planning

Marc Vilain

March 10, 1991

Among various approaches to resource-bounded planning, some of the most
promising - and most provocative - are based on notions of machine learn-
ing. These approaches strive to improve a planner's performance over time
by deriving control knowledge from past attempts at solving problems. By
anaiyzing what worked and didn't work in solving a particular problem, these
techniques can effectively learn shortcuts towards solving future related prob-
lems.

In this talk, I will be covering a number of MITRE projects that have focussed
on learning in planning:

(1) The ULS planning system, which learns probabilisitic search control rules
through a combination of explanation-based learning and statistical analysis
techniques.

(2) The SMARTPLAN case-based planner, in which learning techniques are
currently being used to learn plan modification strategies.

(3) The ARC constraint-based planner, which uses an inductive classification
scheme to learn rules for focussing search in a constraint propagation network.
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Piero P. Bonissone and Peter C. Halverson
Artificial Intelligence Laboratory

GE Corporate Research and Development Center
Schenectady, NY

Our work on resource-bounded reasoning processes has concentrated on
deductive reasoning systems, identifying issues associated with making
inferences in the presence of uncertain and incomplete input data,
unpredictable event sequences, and critical time and resource constraints.
The reasoning systems used in our architecture have been specifically
designed to deal with time-constrained situations described by imprecise,
uncertain information:

- The RUM rule-based reasoning system (used in the early design and
development stages of the application) provides a representation of
uncertain information, uncertainty calculi for inferencing, and
selection of calculi for inference control.

- The RUMrunner deployment system extends RUM's mechanisms for reasoning
with uncertainty with additional performance and deployment features,
eliminating development features which are unnecessary at run-time.
Deductive inferencing in RUMrunner is managed by a meta-controller which
controls the inference engines to meet real-time performance criteria.
The meta-controller consists of an agenda-based task scheduler, to deal
with asynchronous input data and queries, and a reasoning planner, which
handles reasoning under user-specified time constraints. Reasoning
planning is performed by partitioning the deductive inference network
into independently-contributing subnets, and selecting some sequence of
these subnets for evaluation by the inferencing processes. We have
reported on several different schemes for creating and selecting subnets
and their effects on complexity, completeness, and performance.

- Using the PRIMO reasoning system (the successor to RUM/RUMrunner), we
have analyzed methods for partitioning and scheduling rule networks for
execution on parallel architectures.

In addition to continuing our work with these rule-based reasoning systems,
we are also involved in other relevant areas, including case-based planning
and scheduling using uncertainty, integration of case-based and rule-based
planning and reasoning techniques, and real-time temporal event recognition
and analysis.
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A Retrospective View on the Resource-Bounded Planning
Workshop

Steve Hanks
Department of Computer Science & Engineering

University of Washington

I was struck by two aspects of the workshop's discussions: (1) there was
pretty much complete agreement as to what are the fundamental issues facing
the planning researcher of tomorrow, and (2) there was pretty much no consen-
sus as to what were the best ways (approaches, techniques) to confront those
issues.

We agreed on two things: planners must be more expressive, and planners
must run faster. The former means that the planner must be able to reason
about a larger class of worlds than STRIPS, say, could handle. Richer notions
of time, action, change, preference, and so on, are called for. The latter is
a reaction to the horrible computational complexity (both in theory and in
practice) of current planners. The pity (or did I mean to say "the challenge")
is that these two requirements are rather directly at odds.

We were thus united in the view of what the ideal next-generation planner
should do, and even on the sorts of domains in which the next-generation planner
should operate. The "Trainworld" domain Allen and his group are working on
bears a strking similarity to the "Truckworld" domain I've been working on i ,
and both make the same sorts of simplifying assumptions that might be brought
to the study of planning in realistic transportation or manufacturing domains.

We saw a striking lack of consensus in our opinions on how we are to realize
this planner-what issues should be pursued next, and what techniques are
likely to lead to progress. Perhaps there was more agreement in the area of
how to make the planner more expressive: the answer seems to be decision
theory plus temporal logic.- I don't consider this an answer, at least not in
and of itself: the decision-theoretic formalism is not a panacea any more than
first-order logic was a panacea-it represents a language suitable for stating the
difficult problems, but is not itself a solution to those problems. Indeed, as I
noted in my position paper, there is considerable disagreement as to where and
how the technique should be applied. The representation problems have just
begun to be explored, and the computational problems loom large.

Two other proposals were presented for building faster planners: abandoning
the traditional method of generating plans from first principles, and improving
performance by letting the planner learn from experience. Vilain presented
some work on case-based planning, which in opposition to rule-based planning,
takes the view that new situations will tend to look mostly like old situations,

'Though the two were conceived of and developed separately
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thus it will be advantageous to re-use plans that worked in those old situations.
Tenenberg talked about two sorts of learning: reinforcement learning, whereby
an agent learns more effective strategies by refining its old ones in response to
feedback, and also statistical learning about the success of actions.

One theme that I tried to champion was that timely behavior is ultimately
realized (or not) at execution time, so the plan's execution system must play a
vital role in realizing that timely behavior. This position is more in line with
the "reactive planning" point of view, of which we heard surprisingly little. I
argue that the device that is executing the plan can play two valuable roles: it
can cope with low-level uncertainties that will inevitably appear at execution
time, thus allowing the planner to reason with a higher-level view of the world
(and thus plan more quickly). Second, it can provide the planner with more
information about the world as it executes.

Obviously all of these techniques show promise, and, just as obviously, none
of them in and of themselves constitute a solution. The case-based view that
new situations resemble old, for example, is a powerful technique for facilitat-
ing planning at a high level, but at lower levels this assumption breaks down
completely. (No new situation will resemble an old one if you look at it in fine
enough detail.) Reinforcement learning, on the other hand, is a powerful way
to generate low-level, single-purpose behaviors, but probably cannot be used to
train an innovative high-level planner.

Our success in building an intelligent agent depends crucially on our ability
to combine these techniques fruitfully. Perhaps this is an obvious insight, but it
is one that has as been almost completely ignored in the actual development of
systems. (Consider, for example, the work on reactive planning, which has been
conducted, for the most part, *ithout attention to how the so-called reactive
agent might be imbedded in a larger context.) As we set our sights higher, arid
attempt to capture a greater range of intelligent behavior, we can less and less
afford to ignore it. We have made much more progress on the the pieces than
we have on the whole, and it's time to reverse that process.
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MISSION

OF

ROME LABORATORY

Rome Laboratory plans and executes an interdisciplinary program in re-

search, development, test, and technology transition in support of Air

Force Command, Control, Communications and Intelligence (C3I) activities

for all Air Force platforms. It also executes selected acquisition programs

in several areas of expertise. Technical and engineering support within

areas of competence is provided to ESD Program Offices (POs) and other

ESD elements to perform effective acquisition of C31 systems. In addition,

Rome Laboratory's technology supports other AFSC Product Divisions, the

Air Force user community, and other DOD and non-DOD agencies. Rome

Laboratory maintains technical competence and research programs in areas

including, but not limited to, communications, command and control, battle

management, intelligence information processing, computational sciences

and software producibility, wide area surveillance/sensors, signal proces-

sing, solid state sciences, photonics, electromagnetic technology, super-

conductivity, and electronic reliability/maintainability and testability.
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